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1. Introduction

Recent historical events in the European Y-chromosomal short tandem repeat (Y-STR) haplotype distribution were analysed by Roewer et al. [1] based upon a database with approximately 12,700 Y-STR profiles from 91 different locations in Europe. The analysis was performed by means of AMOVA [2], which is a cluster analysis method based upon molecular variance. In this paper, we analysed the same data using a new method based on a combination of multivariate, marginally independent, discrete Laplace distributions (called ‘discrete Laplace method’) as described by Andersen et al. [3,4]. We demonstrate how to use the discrete Laplace method for making inference in Y-STR haplotype databases.

The AMOVA method [2] is widely used in population and forensic genetics. The AMOVA method introduced the molecular variance measure \(\Phi_{ST}\) that is an analogue to Wright’s \(F_{ST}\). \(\Phi_{ST}\) is based on the detectable evolutionary distances between individual haplotypes. When a population consists of different strata (for example geographically separated sampling locations), AMOVA can be used to infer stratification through non-parametric cluster analysis of the \(\Phi_{ST}\) distances.

 Whereas the AMOVA method performs non-parametric cluster analysis of the \(\Phi_{ST}\) distances, the discrete Laplace method by Andersen et al. [3] models the probability distribution of the Y-STR haplotypes. This makes it possible to perform much more detailed inference, e.g. estimating haplotype frequencies, model based cluster analysis, analysis of population homogeneity and comparing the observed distribution of STR alleles at each locus to the expected one.
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Estimating haplotype frequencies is central in forensic genetics as this is required to calculate the weight of genetic evidence as a likelihood ratio (LR) [3,5,6]. Hence, much attention in the forensic community is on estimating haplotype frequencies. As with any other estimation, a statistical model for doing so is recommended.

In [3], the discrete Laplace method was compared to Brenner’s \( \kappa \) method [7] for estimating haplotype frequencies and the discrete Laplace method was found to have lower prediction error than Brenner’s \( \kappa \) method for datasets from a range of different simulated populations.

As Brenner’s \( \kappa \) method was used for estimating haplotype frequencies, AMOVA can be used for cluster analysis. The discrete Laplace method can be used for both as will be demonstrated for cluster analysis in this paper. As the discrete Laplace method is a consistent, statistical model, it can also be used for other analyses, e.g. population homogeneity, the distribution of STR alleles and most likely mixture separation. This shows how valuable a consistent statistical model is as specialised ad-hoc methods are not needed for each kind of analysis. Still, model validation is essential. In this paper, the cluster analysis abilities of the discrete Laplace model were investigated.

We note that the calculations can be performed on a normal computer.

2. Method

Assume that we have \( S \) different strata (for example sample locations), each with \( n_s \) individuals for \( s \in \{1, 2, \ldots, S\} \), and that there are \( n = \sum_{s=1}^{S} n_s \) individuals in total. Let \( x_i = (x_{i1}, x_{i2}, \ldots, x_{ir}) \) be the \( r \) loci Y-STR haplotype for the \( i \)th individual for \( i \in \{1, 2, \ldots, n\} \).

Assume that there are \( c \) subpopulations and that \( \tau_j = P(\text{From subpopulation } j) \) is the a priori probability of a haplotype originated from the \( j \)th subpopulation for \( j = 1, 2, \ldots, c \).

\[
P(\text{Haplotype } = x | \text{From subpopulation } j) = \sum_{i=1}^{n} \tau_j P(\text{Haplotype } = x_i | \text{From subpopulation } j)
\]

(1)

is modelled by assuming independent discrete Laplace distributions on loci as described in Appendix A and [3]. The parameters of the model can be estimated using the \texttt{R} [8] library \texttt{disclapmix} [9] as is also shown in Appendix A.

The haplotype frequency is obtained by summing the contribution from each subpopulation, such that

\[
P(\text{Haplotype } = x) = \sum_{j=1}^{c} \tau_j P(\text{Haplotype } = x | \text{From subpopulation } j).
\]

(2)

By using Bayes theorem, we have that

\[
P(\text{From subpopulation } j | \text{Haplotype } = x) = \frac{\tau_j P(\text{Haplotype } = x | \text{From subpopulation } j)}{P(\text{Haplotype } = x)}.
\]

(3)

which can be used for cluster analysis.

2.1. Model based cluster analysis

Let \( \nu_j = P(\text{From subpopulation } j | \text{Haplotype } = x_i) \). Hence, given the haplotype of individual \( i \), \( \nu_j \) is the probability that the \( i \)th individual originates from the \( j \)th subpopulation. Let \( \hat{\nu}_j \) denote an estimate of \( \nu_j \). In this section, we analyse the \( \hat{\nu}_j \) values in a number of different ways.

To measure a distance between two subpopulations, a naïve approach of taking the minimum number of mutations between the central haplotype of the subpopulations, \( \bar{y}_j \), was initially tried. Because this resulted in a large number of ties, a more sophisticated method based on the symmetrized Kullback–Leibler divergence (using the discrete Laplace method) was used. This distance measure is described in Appendix B. The distance between two subpopulations, \( j_1 \) and \( j_2 \), is denoted by

\[
\text{KL}(j_1, j_2).
\]

Now, we have a distance measure between subpopulations, and we introduce a summary of the \( \nu_j \) values for each stratum, \( s \), and each subpopulation, \( j \). Let \( \nu \) be the indices for the individuals in the \( s \)th stratum and let

\[
w_{sj} = n_s^{-1} \sum_{i \in \nu_s} \hat{\nu}_j
\]

(5)

be the \( s \)th stratum’s mean probability of originating from the \( j \)th subpopulation for \( s \in \{1, 2, \ldots, S\} \) and \( j \in \{1, 2, \ldots, c\} \). Note, that

\[
w_{s+} = \sum_{j=1}^{c} w_{sj} = 1 \quad \text{and} \quad w_{+j} = \sum_{s=1}^{S} w_{sj} = \hat{\nu}_j.
\]

(6)

The distance between two subpopulations can be used for constructing complete hierarchical clustering [10,11] (such that the distance between two subpopulations is the maximum distance between their individual haplotypes) of the central haplotype \( y_i \) of subpopulation for \( j \in \{1, 2, \ldots, c\} \) using KL(\( j_1, j_2 \)) given in Eq. (4) as the distance measure. This will be used for the dendograms of subpopulation distances in the following. The leaves (subpopulations) of the dendograms were reordered using the \texttt{R} [8] library \texttt{seriation} [12,13] with the \texttt{GEO} method [12]. The labels are the central haplotype of the corresponding subpopulation and the predicted haplogroup from http://www.yhrd.org release 44 [14,15].

2.1.1. Pairwise distances

A distance metric between stratum (sample location) \( s \) and \( t \) can be defined as follows. Let

\[
\delta(s, t) = \sum_{j=1}^{c} (w_{sj} - w_{tj})^2
\]

(7)

be the pairwise (\( L_2 \)) distance between stratum \( s \) and stratum \( t \) using the mean estimated subpopulation affiliations \( w_{sj} \) and \( w_{tj} \) introduced in Eq. (5). This is the squared Euclidean distance between vector \((w_{s1}, w_{s2}, \ldots, w_{sc})\) and vector \((w_{t1}, w_{t2}, \ldots, w_{tc})\). This can for example be used for hierarchical clustering.

3. Results

The primary dataset analysed is a European 7-loci Y-STR database from the year of 2004 consisting of 12,727 individuals in 91 strata (European sample locations). This dataset was first analysed by Roewer et al. [1] using AMOVA [2] among other methods. The 7 Y-STR loci were DYS19, DYS389I, DYS389II, DYS390, DYS391, DYS392 and DYS393. The alleles at DYS389II were replaced by DYS389II minus DYS393 [16].

The data were best described by a discrete Laplace model with 40 subpopulations as described in more detail in Appendix A and [3]. In Fig. 1, the number of times that a haplotype was observed was compared to the estimated haplotype frequency using the discrete Laplace method. Haplotype frequency estimation using the discrete Laplace method was performed as described in Appendix A.
If four mega clusters were chosen, a map as shown in Fig. 4 was obtained. It was now possible to identify Northern (Scandinavia), Southern (near the Balkan Peninsula), Eastern and Western European populations.

3.1. Pairwise distances

Hierarchical clustering can be done using a pairwise distance between stratum s and t as given in Eq. (7). A dendrogram of these pairwise distances is shown in Fig. 5. For comparison, see Fig. 6 for hierarchical clustering of the pairwise \( \Phi_{ST} \) distances calculated with Arlequin version 3.5 [18] that uses the AMOVA method by Excoffier et al. [2]. There was a very high concordance that will be analysed further below.

These pairwise distances can be compared as shown in Fig. 7. There is a strong correlation of 0.90 (Pearson’s correlation coefficient, \( p < 10^{-15} \)) between the \( \Phi_{ST} \) values and the \( \delta(s, t) \) values even though they are calculated in two very different ways.

In [22], 10-locus Y-STR profiles for 2736 African individuals from 26 different strata (populations) were investigated. The 10-loci were DYS389I, DYS389II, DYS390, DYS391, DYS392, DYS393, DYS437, DYS438 and DYS439. The alleles at DYS389II were replaced by DYS389I minus DYS389I [16]. Removing profiles with duplications, missing or intermediate alleles, 2631 profiles remained for analysis. Calculating the pairwise \( \delta(s, t) \) distances given in Eq. (7) between all population pairs and comparing those to the pairwise \( \Phi_{ST} \) distances calculated with Arlequin version 3.5 [18] that uses the AMOVA method by Excoffier et al. [2], a high correlation of 0.82 (Pearson’s correlation coefficient, \( p < 10^{-15} \)) was obtained.

3.2. Population homogeneity

In this section, we focus on two different homogeneity measures for strata and exemplify these measures by looking at three strata (sample locations). First, let...
Fig. 3. Map of Europe with the $u_0$ values for all mega clusters $t \in \{1, 2\}$ at each stratum $s$ (sampling locations). Please refer to Section 2.1 for a description of the hierarchical clustering and the labels of the central haplotypes. The partitions are indicated by black and grey.

Fig. 4. Map of Europe with the $u_0$ values for all mega clusters $t \in \{1, 2, 3, 4\}$ at each stratum $s$ (sampling locations). Please refer to Section 2.1 for a description of the hierarchical clustering and the labels of the central haplotypes. The partitions are indicated by colours. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of the article.)
Fig. 5. A dendrogram of $d(s, t)$ distances (using the discrete Laplace method) between all pairs of strata as defined in Eq. (7). The dendrogram was made by hierarchical clustering using Ward's method [17].
Fig. 6. A dendrogram of $\Phi_{ST}$ distances [2] between all pairs of strata calculated using Arlequin version 3.5 [18]. The dendrogram was made by hierarchical clustering using Ward’s method [17].
be the subpopulation certainty entropy of the sth stratum for \( s \in \{1, 2, \ldots, S \} \). Note, that \( H_s \) is the entropy of the \( \hat{\nu}_j \) means, whereas \( P_s \) is the mean of the \( \hat{\nu}_j \) entropies.

Three extreme strata are now chosen for further investigations. These three strata are ‘Finland’ (lowest homogeneity entropy \( H_s = 2.29 \) and lowest subpopulation certainty entropy \( P_s = 0.60 \)), ‘Lublin, Eastern Poland’ (homogeneity entropy \( H_s = 3.07 \) and highest subpopulation certainty entropy \( P_s = 1.16 \)) and ‘Berlin, Brandenburg, Germany’ (highest homogeneity entropy \( H_s = 3.43 \) and subpopulation certainty entropy \( P_s = 0.86 \)).

In Fig. 8, \( \hat{\nu}_j \) values are plotted for ‘Finland’, ‘Lublin, Eastern Poland’ and ‘Berlin, Brandenburg, Germany’. This can also be done for the four mega clusters (Fig. 9).

3.3. Marginals

To validate a model of the Y-STR haplotype probability distribution, a reasonable validation criterion is that the predicted single and pairwise marginal allele distributions fit well with the observed distributions. This means that if e.g. 50% of the individuals in the database have allele 14 at DYS19 (disregarding the alleles at the other loci), then this should also be predicted by the discrete Laplace method.

3.3.1. Single marginals

For each locus, the observed marginal distribution (percentage of individuals having each allele) can be compared with the expected distribution under the discrete Laplace method that is given by

\[
P(x) = \sum_{j=1}^{c} \hat{\nu}_j f_i(x - \hat{\gamma}_j | \hat{\beta}_j) \quad (11)
\]

\( y = x \)

Fig. 7. Comparison of \( \Phi_{ST} \) distances (from the AMOVA method of Excoffier et al. [2] calculated using Arlequin version 3.5 [18]) and the \( d(s, t) \) distances (calculated using the discrete Laplace method). Pearson’s correlation coefficient: 0.90, \( p < 10^{-15} \).

\[
H_s = \sum_{j=1}^{c} w_{ij} \log w_{ij} \quad (8)
\]

be the homogeneity entropy of the sth stratum for \( s \in \{1, 2, \ldots, S \} \).

Let

\[
e_i = \sum_{j=1}^{c} \hat{\nu}_{ij} \log \hat{\nu}_{ij} \quad (9)
\]

be the entropy of the ith individual for \( i \in \{1, 2, \ldots, n\} \), and let

\[
P_i = n^{-1} \sum_{i=1}^{n} e_i \quad (10)
\]

Finland \( n = 399, H_s = 2.29, P_s = 0.6 \)

Berlin, Germany \( n = 549, H_s = 3.43, P_s = 0.86 \)

Lublin, Eastern Poland \( n = 134, H_s = 3.07, P_s = 1.16 \)

Fig. 8. Each vertical bar shows an individual’s row in the \( \nu_i \) matrix (such that the ith vertical bar consists of the 40 numbers \( \nu_{ij} \) for \( j \in \{1, 2, \ldots, 40\} \)). The \( \nu_i \) matrices are shown for Finland (lowest homogeneity entropy, \( H_s = 2.29 \)) and lowest subpopulation certainty entropy, \( P_s = 0.60 \)), Lublin, Eastern Poland (homogeneity entropy, \( H_s = 3.07 \) and highest subpopulation certainty entropy, \( P_s = 1.16 \)) and Berlin, Germany (highest homogeneity entropy, \( H_s = 3.43 \), and subpopulation certainty entropy, \( P_s = 0.86 \)). The subpopulations (the columns of the \( \nu_i \) matrices) have the same order and colour as in Fig. 2. In Fig. 9, a similar figure is shown for four mega clusters. The individuals were reordered using the \texttt{variation} [12,13] with the \texttt{SEA_TSP} method [12]. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of the article.)
for each allele $x$ at the $k$'th locus. Fig. 10 shows the single marginal distribution for each locus. Note, that this is a mixture of discrete Laplace distributions, which means that it is not necessarily shaped like a single, discrete Laplace distribution.

3.3.2. Pairwise marginals

For two loci, $k$ and $l$, the observed marginal distribution (number of individuals having each combination of alleles at the two loci) can be compared with the expected distribution under the discrete Laplace method that is given by

$$P(x_k, x_l) = \sum_{j=1}^{c} \xi_j f\left(\tilde{x}_k - \tilde{y}_{jk}; \tilde{\beta}_k\right) f\left(\tilde{x}_l - \tilde{y}_{jl}; \tilde{\beta}_l\right)$$

(12)

for alleles $(x_k, x_l)$ for locus $k$ and $l$, respectively.

4. Discussion

We have demonstrated that the discrete Laplace method (analysing a mixture of multivariate, marginally independent, discrete Laplace distributions) as described by Andersen et al.
[3,4] is a valuable tool for modelling Y-chromosomal STR haplotypes and for making inference based on such a modelling. The discrete Laplace method can be used for a wide range of tasks such as haplotype frequency estimation and model based cluster analysis (e.g. in analysing population structure). Furthermore, the calculations can be performed on a normal computer.

In the model based cluster analysis, Western and Eastern European subpopulations were identified (refer to Fig. 3) similar to the results of Roewer et al. [1] obtained using the AMOVA method by Excoffier et al. [2]. A more detailed map of Europe using all identified subpopulations is shown in Fig. 2.

Another comparison of the discrete Laplace method with the AMOVA method [2] was performed in Section 3.1. Here, it was shown that there was good agreement between the pairwise distances between strata (sample locations) obtained using the discrete Laplace method and the AMOVA method for both European and African population samples.

Homogeneity was analysed in two different ways, see Section 3.2. We found that the Y-STR haplotypes from Finland were more homogeneous than those from Lublin, Eastern Poland and Berlin, Germany (refer to Fig. 8). Lublin is known to have been a center for trade [19], so this heterogeneity seems quite reasonable.

In this paper, we have focused on cluster analysis on stratum level. Analysis on individual level rather than on stratum level is possible, refer to Section 2.1. Other methods for analysing on the individual level include e.g. the STRUCTURE software [23] and the ADMIXTURE software [24]. As the focus of this paper was on stratum level cluster analysis, we have not compared our results to corresponding obtained by STRUCTURE nor ADMIXTURE.

The discrete Laplace method makes it possible to calculate the expected distribution of STR alleles (expected percentage of individuals having a certain allele). We demonstrated that the expected distribution of alleles at each locus was similar to the observed distribution (refer to Section 3.3 and 10).

The discrete Laplace method was developed for and applied on haploid data. However, it may also be applicable for diploid genotypes, e.g. by having a mixture distribution for each locus or by having phased haplotypes.
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Appendix A. Statistical model

Assume that the parameters of the discrete Laplace model [3] are estimated, e.g. by using the R [8] library disclapmix [9] that is described and demonstrated with both simple and more advanced examples in Andersen et al. [4]. The estimated parameters are:

- The number of components in the mixture that can be interpreted as the number of estimated (genetic) subpopulations, \( \hat{c} \) (from now on just \( c \) for easier notation).
- The central haplotype, \( \hat{y}_j = (\hat{y}_{j1}, \hat{y}_{j2}, \ldots, \hat{y}_{jk}) \), of the subpopulations for \( j \in \{1, 2, \ldots, c\} \). Subpopulations are constructed such that the individuals are close to the central haplotype.
- The prior probabilities, \( \hat{\nu}_j \), for \( j \in \{1, 2, \ldots, c\} \) of belonging to the \( j \)th subpopulation.
- The parameters of the multivariate, marginally independent, discrete Laplace distributions, \( \hat{p}_{ik} = \exp(\hat{\alpha}_j + \hat{\lambda}_k) \) for \( j \in \{1, 2, \ldots, c\} \) and \( k \in \{1, 2, \ldots, r\} \). This means that there is an additive effect of locus, \( \hat{\lambda}_k \), and an additive effect of subpopulation, \( \hat{\alpha}_j \), as described by Andersen et al. [3].

The subpopulation membership can be formulated as

\[
\nu_i = \begin{cases} 
1 & \text{if the } i \text{th individual originates from the } j \text{th subpopulation,} \\
0 & \text{otherwise.}
\end{cases}
\]  

(A.1)

Thus, an individual can originate from only one subpopulation. Because the membership is not observed, the probability of each outcome is instead estimated using the EM algorithm by Dempster et al. [20] as described by Andersen et al. [3]. Thus, given \( X_c \) let \( \hat{\nu}_i \) be the estimated probability that the \( i \)th individual originates from the \( j \)th subpopulation. Thus, \( \hat{\nu}_i = \hat{\nu}_j = 1 \) for all \( i \). The estimation procedure described by Andersen et al. [3] results in

\[
\hat{\nu}_{i,j} = \sum_{i=1}^{n} \hat{\nu}_i = \hat{\nu}_j
\]

(A.2)

being the prior probability of belonging to the \( j \)th subpopulation.

The estimate of the parameter, \( c \), the number of subpopulations, can be obtained by using e.g. the Bayesian information criteria (BIC) [21] for various choices of \( c \).

For the European dataset introduced in the main text, 40 subpopulations were found to be optimal among the subpopulation counts that we used (which were from 5 to 60 at intervals of 5). This was done using the disclapmix library version 1.2 for the statistical software R [8] as shown below:
Please, see the values of the marginal BICs in Table A.1.

<table>
<thead>
<tr>
<th>Subpopulations</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>196,525</td>
</tr>
<tr>
<td>10</td>
<td>187,973</td>
</tr>
<tr>
<td>15</td>
<td>183,395</td>
</tr>
<tr>
<td>20</td>
<td>182,216</td>
</tr>
<tr>
<td>25</td>
<td>181,408</td>
</tr>
<tr>
<td>30</td>
<td>180,646</td>
</tr>
<tr>
<td>35</td>
<td>180,532</td>
</tr>
<tr>
<td>40</td>
<td>180,525</td>
</tr>
<tr>
<td>45</td>
<td>180,583</td>
</tr>
<tr>
<td>50</td>
<td>180,556</td>
</tr>
<tr>
<td>55</td>
<td>180,552</td>
</tr>
<tr>
<td>60</td>
<td>180,735</td>
</tr>
</tbody>
</table>

A1. Haplotype frequency estimation

Haplotype frequency estimation using the discrete Laplace method was performed as follows: Given the central haplotype of the subpopulations, \( \hat{p}_j \) for \( j \in \{1, 2, \ldots, c\} \), parameters \( \hat{\beta}_k \) for \( k \in \{1, 2, \ldots, r\} \) and prior probabilities \( \hat{p}_j \) for \( j \in \{1, 2, \ldots, c\} \), the haplotype frequency of a haplotype \( h = (h_1, h_2, \ldots, h_r) \) with \( h_k \in \mathbb{Z} \) for \( k \in \{1, 2, \ldots, r\} \) was estimated as

\[
\sum_{j=1}^{c} \hat{p}_j \prod_{k=1}^{r} f(|h_k - \hat{y}_j|; \hat{\beta}_k). \tag{A.3}
\]

where

\[
f(d; p) = \left( \frac{1 - p}{1 + p} \right) p^d \tag{A.4}
\]

is the probability mass function of a discrete Laplace distribution with parameter \( 0 < p < 1 \) evaluated at \( d \in \mathbb{Z} \).

This can be done using the `disclapmix` library for all haplotypes in the dataset:

```r
estimates <- predict(bestfit, newdata = db)
```

A2. Model based clustering

Refer to the notation of Section 2.1 of the main text. The \( w_{ij} \) were calculated in \( \mathbb{R} \) as shown below:

```r
vi <- bestfit$v_matrix
wsj <- aggregate(vi, list(popnames), mean)
rownames(wsj) <- wsj[, 1]
wsj <- as.matrix(wsj[, -1])
```
clusters, $T$, let $J_t$ for $t \in \{1, 2, \ldots, T\}$ be a partition of $\{1, 2, \ldots, c\}$ such that

$$\bigcup_{t=1}^{T} J_t = \{1, 2, \ldots, c\} \quad \text{and} \quad \bigcap_{t=1}^{T} J_t = \emptyset,$$

(A.5)

where $\emptyset = \{\}$ is the empty set. The collapsed $w_{tj}$ values are

$$u_{st} = \sum_{j \in J_t} w_{tj},$$

(A.6)

such that

$$u_{s+t} = \sum_{t=1}^{T} u_{st} = \sum_{t=1}^{T} \sum_{j \in J_t} w_{tj} = \sum_{t=1}^{T} \sum_{j \in J_t} \hat{\pi}_j$$

for the $t$th cluster and

$$u_{s+t} = \sum_{t=1}^{T} u_{st} = \sum_{t=1}^{T} \sum_{j \in J_t} w_{tj} = 1$$

(A.8)

for the $s$th stratum.

This means that we add together subpopulations $J_t$ by adding their respective $w_{tj}$ values for $j \in J_t$ to obtain mega clusters. Note, that the strata (or information about strata) are not used for constructing the mega clusters; only the central haplotype of the subpopulations and $\hat{\beta}_k$ parameters are used.

### Appendix B. Kullback–Leibler distance measure

Let $f(d; p)$ be the probability mass function of the discrete Laplace distribution. For the $k$th locus together with subpopulation $g$ and $h$, let

$$z_1 = \hat{y}_{gk}, \quad z_2 = \hat{y}_{hk}, \quad p_1 = \hat{\beta}_{gk} \quad \text{and} \quad p_2 = \hat{\beta}_{hk},$$

such that the distance from subpopulation $g$ to $h$ can be defined as

$$\text{KL}_k(g, h) = \sum_{d \in \mathbb{Z}} f(d - z_1; p_1) \log \left( \frac{f(d - z_1; p_1)}{f(d - z_2; p_2)} \right)$$

(B.1)

$$= \sum_{d \in \mathbb{Z}} \left( 1 - \frac{p_1}{1 + p_1} \right) p_1^{|d - z_1|} \log \left( \frac{1 - p_1}{1 + p_1} \right) \left( p_1^{|d - z_1|} / p_2^{|d - z_2|} \right)$$

(B.2)

$$= \left( 1 - \frac{p_1}{1 + p_1} \right) \left( \text{KL}_k^{(1)}(g, h) + \text{KL}_k^{(2)}(g, h) + \text{KL}_k^{(3)}(g, h) + \text{KL}_k^{(4)}(g, h) \right).$$

(B.3)

where

$$\text{KL}_k^{(1)}(g, h) = \sum_{d \in \mathbb{Z}} p_1^{|d - z_1|} |d - z_1| \log p_1 = \log p_1 \sum_{d \in \mathbb{Z}} |d| p_1^d = 2 \log p_1 \sum_{d=1}^{\infty} d p_1^d = \frac{2 \log p_1}{(1 - p_1)}.$$  

(B.4)

$$\text{KL}_k^{(2)}(g, h) = \sum_{d \in \mathbb{Z}} p_1^{|d - z_1|} \log \left( \frac{1 - p_1}{1 + p_1} \right) = \log \left( \frac{1 - p_1}{1 + p_1} \right) \sum_{d \in \mathbb{Z}} p_1^d = \log \left( \frac{1 - p_1}{1 + p_1} \right) \left( 1 + \sum_{d=1}^{\infty} p_1^d \right)$$

(B.5)

$$= \log \left( \frac{1 - p_1}{1 + p_1} \right) \left( 1 + \frac{2 p_1}{1 - p_1} \right) = \left( \frac{1 + p_1}{1 - p_1} \right) \log \left( \frac{1 - p_1}{1 + p_1} \right)$$

(B.6)

$$\text{KL}_k^{(3)}(g, h) = - \sum_{d \in \mathbb{Z}} p_1^{|d - z_1|} |d - z_2| \log p_2 = - \log p_2 \sum_{d \in \mathbb{Z}} |d - z_2| p_1^{|d - z_1|}$$

(B.7)

$$= - \log p_2 \sum_{d \in \mathbb{Z}} |d - z_2 + z_1| p_1^d = - \log p_2 \sum_{d \in \mathbb{Z}} (z_2 - z_1) - d |p_1^d|$$

(B.8)

$$\text{KL}_k^{(4)}(g, h) = - \sum_{d \in \mathbb{Z}} p_1^{|d - z_1|} \log \left( \frac{1 - p_2}{1 + p_2} \right) = - \log \left( \frac{1 - p_2}{1 + p_2} \right) \sum_{d \in \mathbb{Z}} p_1^d = - \left( \frac{1 + p_1}{1 - p_1} \right) \log \left( \frac{1 - p_2}{1 + p_2} \right).$$

(B.9)
To evaluate $\text{KL}^{(3)}(g, h)$, note that
\[
\sum_{d \in \mathbb{Z}} |z_2 - z_1 - d| \ p_1^d = \sum_{d \in \mathbb{Z}} |(z_2 - z_1) + d| \ p_1^d
\]
\[
= \sum_{d \in \mathbb{Z}} |(z_2 - z_1) - d| \ p_1^d
\]
\[
= \sum_{d \in \mathbb{Z}} |z_2 - z_1 + d| \ p_1^d.
\]

such that for $m = |z_2 - z_1| \geq 0$,
\[
\sum_{d \in \mathbb{Z}} |z_2 - z_1 - d| \ p_1^d = \sum_{d \in \mathbb{Z}} |m - d| \ p_1^d
\]
\[
= \sum_{d = -\infty}^{0} |m - d| \ p_1^d + \sum_{d = 1}^{m} |m - d| \ p_1^d + \sum_{d = m+1}^{\infty} |m - d| \ p_1^d
\]
\[
= \sum_{d = 0}^{\infty} (m + d) \ p_1^d + \sum_{d = 1}^{m} (m - d) \ p_1^d + \sum_{d = m+1}^{\infty} (d - m) \ p_1^d
\]
\[
= (1 - p_1)m + p_1 \ + p_1 m_1 - m (p_1 - 1) - 1 \ + \frac{p_1^{m+1}}{p_1 - 1}.
\]
\[
= \frac{2p_1^{m+1} - m (p_1^2 - 1)}{p_1 - 1}.
\]

resulting in
\[
\text{KL}^{(3)}(g, h) = - \left( \frac{2p_1^{m+1} - m (p_1^2 - 1)}{p_1 - 1} \right) \log p_2.
\]

Thus,
\[
\text{KL}^{(4)}(g, h) = \left( 1 - p_1 \right) \frac{2p_1 \log p_1}{1 + p_1} + \log \left( \frac{1 - p_1}{1 + p_1} \right)
\]
\[
- \left( 1 - p_1 \right) \frac{2p_1^{m+1} - m (p_1^2 - 1)}{p_1 - 1} \log p_2 - \log \left( \frac{1 - p_2}{1 + p_2} \right)
\]
\[
= \frac{2p_1 \log p_3}{1 - p_1} + \log \left( \frac{1 - p_1}{1 + p_1} \right) - \left( 2p_1^{m+1} - m (p_1^2 - 1) \right) \log p_2.
\]

To make the distance symmetric, let
\[
\text{KL}^{(6)}(g, h) = \text{KL}^{(4)}(g, h) + \text{KL}^{(4)}(h, g).
\]

Because mutations are assumed to happen independently across loci, we can sum the distances at each locus such that
\[
\text{KL}(g, h) = \sum_{k=1}^{r} \text{KL}^{(6)}(g, h)
\]
is the distance between subpopulation $g$ and $h$.
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